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The continuous passage of an electric current through pure sodium chloride bicrystals has 
been found to produce grain-boundary damage similar to that caused by electromigration 
in conducting thin films. The damage takes the form of an array of voids that seriously 
reduces the strength of the boundary. As in electromigration, the voids appear to be due 
to the condensation of vacancies following removal of ions by the current. However, the 
voids produced in t i l t  boundaries by current at 250 ~ C have regularities of distribution 
and shape that suggest they are associated with separation of a second phase from 
segregated boundary impurity, the phase change disorder resulting from the precipitation 
reaction leading to rapid production of damage. The phase change process is discussed. 

1. Introduction 
The term electromigration is used to describe the 
flow of matter due to large direct electron or hole 
currents in conducting materials. In ionic solids, 
where a current represents the motion of ions, it is 
convenient to use the term electrodiffusion when 
referring to the transport of mass produced by the 
current. Low-temperature electromigration in thin 
conducting films produces damage in the form of 
irregular arrays of voids situated along grain 
boundaries [1], such damage being a serious cause 
of deterioration of the conducting elements in 
integrated circuit devices. It is reasonable to ask 
whether electrodiffusion can ever produce similar 
boundary damage in ionic solids, the much smaller 
currents in such poor conductors being compen- 
sated for by the much larger mass transport 
numbers. Order of magnitude calculation suggests 
that it can. 

Electromigration current densities producing 
boundary damage are of the order of 106Acm -2, 
the corresponding mass transport numbers being 
of the order 10 -7. Current densities at sufficiently 
low temperatures for boundary transport to pre- 
dominate over lattice transport in ionic solids 
would be not greater than 10 -s Acm -2 , the corre- 
sponding mass transport number being of order 
unity. Thus, the increase in transport number 
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apparently fails by about 104 to compensate for 
the decrease in current. However, this naive calcu- 
lation does not allow for the different mechanisms 
giving rise to mass transport in the two systems, 
nor for the different types of charge carrier. Since 
charge carriers in ionic solids are ions, values of 
enhanced grain-boundary diffusion that are 103 to 
106 times diffusion within the lattice [2] imply 
that grain-boundary currents can similarly be 103 
to 106 times lattice current and thus perhaps 
compensate locally for the shortfall factor of 104 
mentioned above. There is no corresponding en- 
hancement of the non-ionic boundary current in 
metals. Boundary damage in ionic solids would not 
be confined to thin films, since the heating effects 
of large currents that prevent low-temperature 
boundary damage in bulk metal samples are not 
operative during the electrodiffusion of bulk ionic 
solids. 

It follows that any physical mechanism known 
to be associated with accelerated ion movement 
along boundaries stands a reasonable chance of 
also being associated with grain-boundary erosion. 
Such a mechanism is the preferential electro- 
decoration of grain boundaries at low temperatures 
[3, 4] which, for the particular case of electric 
fields of from 102 to 103Vcm -1 applied continu- 
ously to potassium bromide bicrystals at tempera- 
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tures of 200 to 250 ~ was found to spread 
electrode silver over an entire grain-boundary plane 
in a remarkably short time. The speed at which 
such a distribution of silver was formed required 
values of boundary ion mobility to be many orders 
of magnitude larger than lattice mobility. It was 
considered [4] that the observed silver colloids 
could not have developed within the boundary 
unless there had been substantial electro-erosion of 
the boundary interface. Since decoration was often 
observed after only a few hours application of the 
field, compared with the weeks or months required 
to produce failure by boundary electromigration 
in conducting films, observation of the postulated 
boundary erosion should be relatively straight- 
forward. The present work reports an attempt to 
produce and identify electrodiffusion damage in 
an alkali halide grain boundary under conditions 
similar to the previous electrodecoration experi- 
ments, but without the complicating presence of 
the silver colloids. 

2. Experimental 
The preparation of specimens, and the equipment 
used for observation, has been described previously 
[4]. In summary, bicrystal specimens some 3 or 
4 mm thick and 20 mm in lateral dimension, con- 
taining a single plane grain boundary perpendicular 
to the large faces, were placed between electrodes 
in an oven with an observation window and sub- 
jected to fixed temperature and a continuous d.c. 
electric field, the boundary region being sub- 
sequently observed by optical microscope. In 
previous work with silver electrodes it was found 
that silver colloids were much less readily pro- 
duced in NaC1 than in KBr boundaries. This 
relative absence of colloids raised doubt as to 
whether boundary erosion had occurred in NaC1, 
though electrodiffusion behaviour in NaC1 was not 
expected to be different from that in KBr. For this 
reason it was considered that NaC1 was the more 
appropriate material for investigating the proposed 
boundary erosion in the absence of silver. Speci- 
mens were prepared containing 10 ~ and 20 ~ tilt 
boundaries, stainless steel electrodes being used to 
direct an electric field along the tilt axis. On the 
basis of earlier electrodecoration experiments, a 
field of 6 x 102Vcm -1 was used at a temperature 
of 250 ~ C. The specimens were nominally pure, 
spectroscopic analysis showing that divalent cation 
impurity in the matrix (mainly calcium) was of the 
order of 1 ppm. 
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3. Observations 
Electrodiffusion was found to produce a signifi- 
cant change in boundary strength. Prior to treat- 
ment the boundaries were mechanically strong, 
fracture at room temperature of the plate-like 
specimens occurring in single crystal alongside the 
central grain boundary. After electrodiffusion 
treatment, the specimens could be easily snapped 
at the boundary by hand. This was possible despite 
the fact that the volume of specimen lying within 
the projection of the electrodes, which were 
smaller than the specimen surface, included less 
than half of the total boundary plane. Some charge 
transport in the boundary outside the region pro- 
jected from the electrodes would have been 
expected, however [3]. This drastic reduction in 
strength indicates a serious deterioration in 
bonding across the boundary due to the boundary 
current. Average current density through the speci- 
men was of the order of 3 x 10-6A cm -2, but the 
proportion carried by the grain boundary is not 
known. 

Microscope observation of fracture surfaces 
after treatment confirmed a deterioration in 
boundary structure. This deterioration was similar 
to that observed in electromigration damage, con- 
sisting of irregular arrays of voids. There was no 
indication of alkali metal colloids or dendrites, nor 
of colour centres, so the voids appear to be a direct 
physical consequence of the transport. On further 
examination it was found that both the mor- 
phology and the distribution of the voids con- 
tained certain regularities relating to the crystal- 
lography of the boundary and of the two adjoining 
half-crystals. The development of erosion in any 
particular boundary depended on the duration of 
the electrodiffusion, but after electrodiffusion 
lasting several days it was possible to distinguish 
uneven surface regions, relatively free of voids, 
that resembled conventional fractured surfaces, 
regions containing a regular distribution of voids 
of standard shape, and yet further regions con- 
taining irregular voids and indeterminate large- 
scale erosion. Heavy erosion that tended to form 
in the centre of  the boundary where current flow 
was large was often accompanied by regular dist- 
tributions of small voids near the periphery of the 
electrodes where current flow was smaller, so it is 
presumed that regular voids represent an earlier 
stage of erosion. On this basis the regions of 
uneven fracture without voids, which were scat- 
tered erratically across the boundary, could poss- 



Figure 1 Grain-boundary fracture surface, 20 ~ tilt boundary, compounded from separate exposures. 

ibly be regions where current flow was very small 
due to some form of  local inhomogeneity. 

The common form of regular void structure is 
shown in Fig. 1, which is a micrograph of a 
fracture surface from a specimen in which electro- 
diffusion for l 1 4 h  had produced considerable 
erosion. The direction of the tilt axis is vertical, 
the field having been directed downwards towards 
the cathode surface of the specimen just visible at 
the bot tom,  while the growth direction of the 
bicrystal ingot from which the specimen was cut is 
horizontal. An array of pits is seen arranged in 
approximately parallel horizontal rows. At the top 
are fragments of  conventional uneven fracture 
surface. In Fig. 2, which shows higher magnifi- 

cation views of  two different areas in Fig. 1, the 
pits are seen to be some 5 to 10~tm in diameter. 
Not only are the pits to a large extent aligned 
along the growth direction, but there is also a 
general tendency for the pits to have a triangular 
shape, with the apex of all triangles pointing 
towards the left. There was some variation in 
triangular shape, however, the pits i~Fig. 2a being 
rounded and approximately equilateral, while 
many of;those in Fig. 2b are elongated vertically. In 
regions where erosion was heavier, these elongated 
pits tended to run together to form irregular 
vertical channels along the tilt axis. However, as 
seen in Fig. 2b, it was more usual for continuous 
channels to form along the growth direction. 

Figure 2 Enlarged view of different regions in Fig. 1 showing (a) triangular voids, (b) triangular and vertically elongated 
voids. 
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Figure 3 Etched grain-boundary fracture surface, 20 ~ tilt 
systematically oriented triangular pits. 

Fracture surfaces were etched in a saturated 
solution of mercuric chloride in ethyl alcohol, an 
etchant that produces square (1 00)dislocation 
etch pits. There was general attack over the whole 
surface, but the voids were not deepened, showing 
that dislocations were not the agents responsible 
for erosion. Fig. 3a shows a region of etched 
surface in which grooves in the growth direction 
are clearly seen, while Fig. 3b shows discrete tri- 
angular pits. Since Fig. 3 is a mirror image 
opposite half of the fracture surface seen in Fig. 2, 
the electric field having been applied vertically 
downwards in each case, the apex of each pit 
points to the right. Etching merely confirms the 
geometrical nature of the erosion defects. 

The shape of the pits was examined in more 
detail, using a differential interference microscope 
to provide interference fringes and colour contrast 
across the pits. Pits from regions such as that 
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\ / 
"x, . " ~ ~ 1  I 

" , >  interference 
, /  fringes 

[10]] V 
Figure 4 Detailed morphology of pits seen in Fig. 2a, tilt 
axis vertical, growth direction horizontal. Interference 
fringes reveal depth of pit; [1 0 1] and [1 01] directions 
lie on (0 1 0) planes tilled at angle 0/2 to observation 
plane. 
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boundary, showing (a) channels in growth direction, Co) 

shown in Fig. 2a had the shape shown in Fig. 4, 
the apex being found to point in the direction of 
convergence of the tilted (0 1 0) planes. The in- 
terior angle at A was less than 90 ~ while that at B 
was much greater than 90 ~ , the internal sides of 
the pit being steep near A but shallow near B. The 
shallow depression inside the region CBC of 
certain pits sometimes contained a small hump, 
and erosion appeared to be greatest in the chevron- 
shaped region CAC. There was a shallow de- 
pression, shown dotted in Fig. 4, surrounding the 
whole pit. Scanning of fracture surfaces revealed 
occasional triangular defects, such as those shown 
in Fig. 5, that appeared to be relatively unaffected 
by erosion. Presumably the defect seen in Fig. 5 
gives rise to the pit shape shown in Fig. 4. Note 
that the base of the triangular defect in Fig. 5 lies 
along the [0 0 1] tilt-axis direction, but that the 
two sides adjacent to the apex intersect at an angle 
of 80 ~ rather than the 90 ~ required if these two 
sides were to coincide with (1 0 1) directions in the 
tilted (0 1 0) plane. The tilt of the (0 1 0) plane 

Figure 5 Triangular defects occasionally observed on 
fracture surface, tilt axis horizontal, growth direction 
vertical. 



would make the apex angle appear slightly larger 
in the observation plane than it actually is. 

Pit shapes in other regions of the fracture 
surface often had apex angles that were greater 
than 90 ~ or an apex that was rounded into a 
smooth curve. Such pits are common in Fig. 2b, 
while the background region in Fig. 5 also shows a 
number of indistinct rounded-apex shapes. The 
basic void shape in the boundary plane is thus a 
triangle with its base along the tilt axis and an 
apex of varying angle that always points towards 
the convergence point of {0 1 0} planes. The pit 
contours at right angles to the boundary plane are 
not known in detail, though there was asymmetry 
in the growth direction, shown in Fig. 4 by biasing 
of the deepest point of the pit towards the apex. 
This asymmetry could be a consequence of bound- 
ary tilt, since the (0 1 0) lattice plane within which 
the pits are embedded lies at an angle 0/2 to the 
observation plane, where 0 is the tilt angle. From 
observation of interference fringes it was deduced 
that pit depth was 1 to 2/.tm. The voids are thus 
seen to be triangular discs with slightly conical 
sides. 

An additional corrosion feature of the fracture 
surface, noted when specimens were left exposed 
to the ambient atmosphere, was the formation of 
fine etch lines along the growth direction. Such an 
observation emphasizes the existence of a texture 
in the growth direction, which also gives rise to the 
horizontal channels seen in Figs. 2b and 3a. 

4. Discussion 
4.1. Electrodifusion damage and precipi- 

tation 
Electromigration damage results from the accumu- 
lation of vacancies due to the sweeping away of 
ions by large electron flows [1]. Since current 
flow in the alkali halides is due to ion jumps 
between vacancy sites, it seems reasonable that 
electrodiffusion damage should also be due to the 
removal of ions by the current, although the rate 
of erosion appears to be far more rapid than could 
be provided by the normal rate of vacancy conden- 
sation at boundary sinks. The geometrical shape 
and regular distribution of the boundary voids 
suggests that erosion occurred at crystallogra- 
phically definite sites within the boundary, and all 
evidence points to these being the sites of second- 
ary phase particles that had separated out at the 
boundary. Although it was not possible to identify 
specific second phase particles, it is known from 

conductivity measurements that divalent cation 
impurity will precipitate out in the low tempera- 
ture regions below about 200~ [51. It has also 
been shown [2, 4] that segregation of impurity to 
the grain boundary, even in very pure crystals, can 
produce extremely high values of local impurity 
concentration in a narrow layer encompassing the 
boundary. By methods described elsewhere [4] it 
was established that boundary segregation had 
occurred in the bicrystals used in the present 
experiments, so it is assumed that precipitation at 
the boundary of impurities such as calcium and 
magnesium, especially the former, was highly 
probable. 

The basis of the explanation of electrodecora- 
tion [4] was that the precipitation reaction in the 
boundary would produce local disorder and conse- 
quent enhanced charge transport over the pre- 
cipitate-matrix interface, the rapid transport 
assigned to phase change disorder being similar to 
that which leads to high values of conductivity in 
superionic conductors [6]. Hence, the precipitate- 
matrix interface is the appropriate region for 
nucleation of the voids seen in the present work. It 
is not clear from the published literature whether 
the observed voids should be nucleated by the 
formation or by the dissolution of precipitate, 
particularly since the form the precipitation 
process takes in any particular specimen depends 
both on the thermal history of that specimen and 
on the concentration of impurity in it. Conduc- 
tivity measurements [5] indicate that most pre- 
cipitates rapidly dissolve in NaC1 at 250~ 
whereas light-scattering measurements [7, 8] sug- 
gest that the amount of precipitate in a NaC1 
sample is near to its maximum at this temperature. 
It is possible that conductivity and light scattering 
are, in fact, monitoring different stages of the 
precipitation reaction. Thus, the fact that precipi- 
tation of Ca in KC1 is observed at grain boundaries 
by light scattering in the temperature range 275 to 
350 ~ C [9], and in single crystals by conductivity 
in the range 200 to 250 ~ C [10, 11] may be due as 
much to the use of different experimental tech- 
niques as to differences in impurity concentration 
resulting from boundary segregation or other 
causes. Electrodecoration measurements on KBr 
[4] showed that grain-boundary fluidity at 300 ~ C 
gave rise to a featureless form of erosion, in 
marked contrast with highly structured electro- 
decoration patterns obtained at 200~ The 
fluidity at 300~ was assigned to dissolution of 
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boundary precipitates, in agreement with conduc- 
tivity measurements on Ca-doped KBr single crys- 
tals [ 12] that show no precipitation at temperatures 
just above 300~ while retention of boundary 
structure at 200~ was associated with a greatly 
reduced rate of dissolution. By analogy, electro- 
difussion damage in NaC1 at 250 ~ C could also be 
associated with slowly dissolving precipitate, the 
crystallographic orientation and regular distri- 
bution of voids in Figs. 2 to 5 indicating some 
retention of precipitate particle shape. The agree- 
ment is, as with KBr, with conductivity measure- 
ments [5]. It is shown below, however, that the 
formation of a precipitate particle is equally 
capable of leading to voids on the precipitate- 
matrix interface. 

The most common metallic impurity was deter- 
mined by spectroscopic analysis to be calcium, so 
it ought to be possible to relate the observed void 
shape to the structure of CaC12 particles that form 
in the NaC1 lattice. The precursor stage of precipi- 
tation is the aggregation of divalent impurity- 
cation vacancy dipoles, and it has been suggested, 
quite generally, that the dipoles link together to 
form an hexagonal network in the {1 1 1} lattice 
planes [13]. However, a detailed study of the 
development of incipient precipitates of CaC12 
in NaG [14, 15] requires that platelets of CaC12 
coherent with the matrix develop from {1 1 1} 
NaC1 planes in which calcium-vacancy dipoles 
aggregate in rows, as in Fig. 6. Such a structure is 
more likely to develop from a lozenge trimer, of 
which a possible variant is shown in Fig. 6, than 
from an hexagonal one. Such a lozenge trimer is 

[.lol] Aim1 

(11g) NaCl 

[ ]  vacancy �9 calcium ion 

Figure 6 Aggregation of  calcium impurity-cation vacancy 
pairs on a {1 1 1} sodium plane in NaC1, showing possible 
form o f  lozenge trimer. Trimer could nucleate on disloca- 
tion by vacancy at A. 
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simply a three-dipole development of the linear 
dipole pair which Crawford [16] showed was 
favoured during the early stage of aggregation, and 
appears to be necessary to explain the preferential 
nucleation of precipitate [15] at } (1 1 O) dislo- 
cations. The basically asymmetrical trimer, with its 
net dipole moment, can readily hook on to the 
dislocation line by means of a vacancy near the 
dislocation core, such as at point A in Fig. 6, for 
example. The build-up of this lozenge structure 
could give rise to a triangular shaped precipitate 
with edges along (1 1 0} directions, precipitate par- 
ticles with edges lying close to this direction 
apparently being required for the triangular shape 
observed in Figs. 4 and 5. It is also to be noted 
that precipitation of CaC12 does not release the 
vacancies originally existing within the dipoles but 
incorporates them within the CaCI~ structure, thus 
justifying the claim that precipitation removes 
cation vacancies from the matrix, leading to a 
reduction in conductivity. 

The lattice separation between {1 1 1 } planes in 
NaC1 is slightly larger than the separation between 
the {1 0 0} planes of CaC12 into which they trans- 
form. Thus, as a precipitate particle develops it will 
grow out of register with and become detached 
from the matrix, and it has in fact been suggested 
[17] that a dense aggregate of precipitate platelets 
heated above 150 ~ C transforms into a monolithic 
particle incoherent with the matrix. The interes- 
ting consequence is that the formation of precipi- 
tate, in the presence of electric current, could give 
rise to electrodiffusion damage observed as fissures 
at the precipitate-matrix interface due to transport 
in the incoherent region. Such electrodiffusion dam- 
age would proceed at a suitably rapid rate provided 
the phase transformation continued during current 
flow. Surface transport along structural mismatch 
regions in the absence of a phase transformation is 
part of the normal transport process and unlikely 
to give rise to local erosion except after much 
longer times of current flow. 

4.2. Void shape and d is t r ibut ion  
The observed disc-like voids co-planar with the 
boundary have the shape most likely to lead to a 
rapid decrease in boundary strength. This decrease 
becomes extreme when the voids begin to link up 
to form regions of open interface in which the two 
half-crystals are completely separate. Such separ- 
ated regions have been observed in certain speci- 
mens. 



There are four specific observations that allow 
void shape to be related to particular aspects of 
precipitation. 

(1) The apex of each triangular void points 
towards the convergence of {(3 1 0} planes, which 
means that impurity segregation and precipitation 
are directly influenced by boundary tilt. 

(2) The void boundaries adjacent to the apex, 
observed on the boundary plane, often tend to lie 
close to (1 1 0) directions, which is compatible with 
{1 1 1} precipitate with a boundary along (1 1 0), as 
shown in Fig. 6. 

(3) The voids observed in the boundary plane 
have a shallow depth. This is to be expected since 
impurity segregates in a narrow layer adjacent to 
the boundary, so that precipitate forms only 
within this layer. However, it means that a single 
precipitate platelet as a {1 1 1} plane will be restric- 
ted in growth away from the boundary. 

(4) The base of the triangular voids (Figs. 4 and 
5) lies along the tilt axis. Since the tilt axis is a 
structural axis that contains either dislocations or 
structural mismatches of dislocation type [181, it 
is to be expected that precipitates will preferen- 
tially nucleate along tilt axis structure. 

On the basis of these four observations, it is 
possible to suggest that voids are formed by 
electro-erosion when a phase change reaction 
(probably dissolution) occurs, the electro-diffusion 
damage mirroring the distribution of precipitate in 
the boundary. The precipitate nucleates at tilt axis 
structure on a number of parallel {1 1 1} planes 
that intersect the boundary on {1 1 0} planes. The 
precipitate platelets do not extend laterally far 
from the boundary, but can spread within the 
boundary plane. It is equally possible to argue, 
however, that voids develop from precipitates in 
the form of the isotropic cylinders along (1 1 0) 
and (1 0 0) observed by light scattering [19]. Until 
the precise shape and distribution of the precipi- 
tate particles is known, as well as the variation of 
the precipitation reaction with temperature, it is 
not possible to be more specific. 

Some variation in void shape is to be expected 
from the fact that, when impurity is segregated to 
a grain boundary, the grain-boundary region is a 
layer of finite thickness and not an infinitely thin 
plane [2]. Hence, precipitate will tend to nucleate, 
not on a single plane but at points spread over the 
thickness of this layer, so that the voids will have a 
similar lateral spread. The result is that a fracture 
plane, such as that seen in Fig. 2 will not pass 

through the centre of all voids, so that a variation 
in void shape, such as the observed spread in apex 
angle, is to be expected. 

The existence of precipitate aggregates some 
5 ~m in linear extent in nominally pure bicrystals 
is not surprising, since enhanced grain-boundary 
diffusion allows the impurity ions to collect 
together into a precipitate particle much more 
rapidly than in single crystals. Precipitation centres 
in doped single crystals have been observed to have 
a separation of the order 10~m [20], which is 
comparable to void separation in the boundary in 
Fig. 2, in which segregation apparently produced 
comparable values of local doping. Further, the 
void size is comparable with the size (5/am 2) of the 
regions of optical inhomogeneity observed in as- 
grown NaC1 twist bicrystals [21], the preferred 
explanation for these regions being that they are 
boundary second phase [2]. 

The regularity seen in Figs. 2 and 3, and in 
particular the existence of definite lines of voids 
along the growth direction calls for some com- 
ment, since it is not the form to be expected from 
a purely random aggregation process. In parts of 
certain boundaries there appears to be a more or 
less regular sub-lattice of precipitation sites, though 
there are other regions where void distribution is 
entirely irregular. If, as suggested in observation 4 
above, precipitate nucleates at tilt-axis structure 
(vertical in Fig. 3), then either such structure does 
not persist over macroscopic distances or precipi- 
tate nucleates as discrete particles in a random 
fashion on this structure. By contrast, a regular 
form of growth structure (horizontal) is often 
markedly evident. This growth structure, which 
appears to be related to how impurities are incor- 
porated during solidification, suggests a regular but 
inhomogeneous distribution of impurities in the 
boundary. Like the orientation of triangular voids 
along the growth direction, it must for the present 
remain unexplained. It is noted that electrodecor- 
ation of NaC1 bicrystals [22], which produces a 
cross-grid structure in which silver colloids are 
aligned in the growth direction, the silver colloids 
presumably occupying electro-erosion voids, is 
further evidence of precipitation lining up along 
the growth direction. 

The observation of grain-boundary damage by 
electrodiffusion in ionic solids is not surprising, in 
view of previous report of rapid damage produced 
by a phase change. This latter observation suggests 
a possible mechanism for the rapid migration of 
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ce r t a in  meta l l i c  ions  in  some  ox ides  u n d e r  the  

in f luence  o f  an  electr ic  field, w h i c h  leads to  a 

d e t e r i o r a t i o n  in insu la t ing  p roper t i e s .  Once e lect ro-  

e ros ion  assoc ia ted  w i t h  p r e c i p i t a t i o n  has  occur red ,  

t he  ions  m a y  f ind it  easy to migra te  over  t he  

surfaces  so fo rmed .  This  m a y  be  pa r t  e x p l a n a t i o n  

o f  the  m i g r a t i o n  o f  the  c h r o m i u m  ion  in a l um i na  

[231. 
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